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Abstract 

Background:  This study aimed to evaluate variables that influence traffic flow and its contribution to touristic trans‑
portation in a touristic road, Iran. The traffic flow data were extracted from the hour-by-hour data in 2018 from a local 
traffic control center in addition to three daily indices, including climatic comfort indicator, temperature inversion 
indicator, and temporal indicator of local calendar events, which were obtained from databases and equations. The 
data time series were arranged into diurnal, weekly, and monthly scales to apply in correlation tests.

Results:  Results revealed that a rate of 18–25% of total transportation (about 3,500,000–5,000,000 vehicles from total 
19,828,619 vehicles) was assumed as a touristic portion of the traffic flow in the study area. The relationships between 
independent variables and traffic flow data exposed the effective and considerable role of the local climate on the 
traffic flow at above 98% of confidence level, without a strong association between calendar effect and traffic flow. 
Statistical results in all temporal cycles revealed the significant positive and negative effects of the local climatic com‑
fort index and temperature inversion index on the traffic flow, respectively.

Conclusions:  The finding of this study described that the traffic flow and touristic transportation in the study area 
are more affected by the local climatic comfort and temperature inversion indices, but are less affected by the local 
calendar holidays and occasional vacations. Hence, the decision-makers in the study area sternly need a fundamental 
climatic calendar for management, tourism transportation, and traffic flow instead of the current local calendar.
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Introduction
Many urban and suburb roads today experience increas-
ing traffic flow that threatens the environment and trans-
port efficiency. Knowledge about traffic flows is essential 
at many levels of traffic management and transport policy 
to tackle the problems (Jenelius and Koutsopoulos 2013). 
Concerning the traffic flow issues, most of the urban areas 
exploit transportation management procedures (Madhu-
wanthi et al. 2016), e.g., remote detection of traffic volume 
and vulnerability. The high intensity of traffic, inadequate 
infrastructure, and the irrational distribution of the devel-
opment are the main reasons for increasing traffic flow 

(Abdel-Aal et  al. 2018). Besides, urban planning man-
agement has a significant impact on levels of traffic flow, 
defined as the number of vehicles per unit time (Arasan and 
Koshy 2005). It also defined as the number of cars crossing 
or passing in a specific section of a road (Cools et al. 2010).

Investigation of the transportation systems during urban 
and regional planning has a significant role in promoting 
traffic flow and making sound and sustainable decisions 
(Bertolini et al. 2005; Bikdeli et al. 2017). The procedures 
to investigate transportation systems have extended based 
on statistical and spatial models using traffic data and 
transport demand (Kitamura 2009; White 2009), road net-
works (Yigitcanlar et al. 2007), e.g., transport accessibility 
(Wixey et  al. 2005), transportation process (Liu and Zhu 
2004), and transportation remoteness index (ABS 2001).

A large body of researches has examined the connec-
tions between the climate and urban transport systems 
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concerning the effects of climatic elements, such as tem-
perature, humidity, precipitation, and wind, on the travels 
and following traffic flow. In this regard, climate change 
has the potential to impact significantly on the efficiency, 
safety, and cost of the transportation systems (Jaroszweski 
et al. 2014). Koetse and Rietveld (2009) have pointed out 
the approach to analyze the influence of climatic and 
non-climatic variables to consider temporal variations in 
transport and traffic flow. They noted that the climatic 
effects on the transportation systems could be explained 
weekly, monthly, and seasonally. Furthermore, the non-
climatic temporal effect, such as local calendar holidays 
and occasional vacations, could be taken into account as a 
triggering factor in the transportation system.

Kim (2018) has revealed different effects of local calen-
dar events on the transport demand of a public bike sys-
tem in South Korea. Nevertheless, there is a lack of study 
to investigate day-to-day causal relationships between 
traffic flow and independent time series such as the local 
calendar events and local climatic indices. Temporal 
cycles (weekly and monthly) of the aforementioned time-
series can indicate the demand for transportation and 
traffic flow, especially in a touristic zone such as the study 
area in this research.

Torqabeh region is located in an ecological zone with 
several touristic destinations, which absorb annually 
nearby ~ 20 million vehicles. This region is the main tour-
istic destination of western Mashhad city without any 
comprehensive traffic program to manage the touristic 
flows and to plan the transpiration variables. According to 
the lack of traffic evaluation in the study area, this study 
aims to investigate the essential variables that influence on 
traffic flow of the study area as a way to detect and man-
age the touristic share of transportation. For this purpose, 
the instantaneous relationships between climatic/non-cli-
matic variables and traffic flow are evaluated. We antici-
pate that this research would provide a rapid method for 
evaluating the objectives concerning traffic flow control, 
tourism transportation, and urban management.

Data and methods
Study area
This study focuses on a touristic road, which is elongated 
from the western suburb of the Mashhad city, with a pop-
ulation of 3,000,000 inhabitants, to Torqabeh city and its 
touristic hinterland, with a population of 100,000 inhabit-
ants. Touristic region of the Torqabeh with a surface area 
of 500 km2 is laid between latitudes 36° 10′–36° 30′ N and 
longitudes 59° 10′–59° 30′ E, in northeastern Iran, and 
includes some foremost villages and destinations, named 
as Jagarq, Nogondar, Kang, Dehbar, Mayan, and Azgad, 
locating in the northern hills and valleys of Binaloud 
Mountain (Fig. 1). In a natural view, the elevation of the 

study area varies from 1000 to 2000  m above sea level 
(ASL), and it has a semi-arid region with a mean annual 
temperature of 15  °C and an annual rainfall of 300  mm 
(Hijmans et al. 2005).

In a general view, the study area has the environmen-
tal potential to development (Bikdeli 2019) due to the 
expanding of the physical, functional, and transportation 
growth of Mashhad city in this touristic hinterland. This 
growth is the current pattern of sprawl expansion in the 
study area (Rabbani et al. 2017), which follows to build up 
the touristic activities and resorts.

Data preparation
Dependent variable
The traffic flow data were extracted from the hour-by-
hour data using the loop detector of the traffic control 
center and transport organization of Torqabeh city for 
the whole 365  days in 2018 via http://www.tott.ir. The 
location of the mentioned detector is in the first lane 
of the road departing from the Mashhad to Torqabeh 
(Fig.  1). The road is characterized dominantly by three 
lanes in each direction (two lanes in some places), used 
both for commuting and leisure traffic from urban set-
tlements to touristic resorts (Fig.  2). The limit threshed 
of speed in this road is equal to 80 km per hour. In-situ 
camera tracking of the loop detector generates several 
statistics regarding the counting of the vehicles, types of 
vehicles, and the average speed of traffic flow. For a gen-
eral argument, this study focused only on vehicle count-
ing, derived from the traffic detector, as the dependent 
variable. Hourly distribution of raw traffic flow in 2018 
was produced in Table  1 after the total hour-by-hour 
detector of total vehicles. The distribution of detect-
ing vehicle frequencies in each hour by total frequency 
revealed that the hourly peak of traffic flow in the study 
area belongs to the 19 UTC with 1,457,964 total vehicle 
detecting (Fig. 3).

Independent variable
In this study, three independent variables were selected, 
including climatic comfort indicator of the effective tem-
perature (ET), temperature inversion indicator of envi-
ronmental lapse rate (ELR), and temporal indicator of 
local calendar events.

The method of effective temperature (ET) was used 
for calculating the occurrences of thermal comfort con-
ditions during 365  days in 2018. Firstly, Mieczkowski 
(1985) described the general findings of the human com-
fort and tourism climatic index, assuming the ET index, 
which was a measure of temperature taking the effect of 
relative humidity into account (Amelung et  al. 2007). A 
modified and standardized model of effective tempera-
ture has promoted by Spangolo and de Dear (2003) titled 

http://www.tott.ir
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outdoor standard effective temperature. In this research, 
the diurnal calculation of ET was considered to compare 
together with traffic flow day-to-day using the below 
equation (Eludoyin et al. 2014):

where T is the mean temperature of the air (°C), and H 
is relative humidity (%). Each daily ET threshold for a 
comfortable climate, ranging from 18.9 to 25.6  °C, was 
coded 1, which was representing the occurrence of cli-
matic comfort in a day (Eludoyin et al. 2014). Contrarily, 
the daily values of ET above and below the threshold of 
comfortable climate were coded 0, representing non-
comfortable conditions. Owing to data accessibility and 
completeness of time series, the climatic elements of air 
temperature and relative humidity were extracted from 
the Asia Pacific Data Research Center data set via http://
apdrc​.soest​.hawai​i.edu/las/getUI​.do for the spatial loca-
tion of the study area (36°–37° N × 59°–60° E).

The inversion indicator defines a positive upward 
temperature gradient is the lowest part of the 

(1)ET = T − 0.4(T − 10)

(

1−
H

500

)

troposphere (Fochesatto 2015). In this research, the 
surface-based temperature inversions located from 
land surface to 150  m above ground level (AGL) was 
estimated named as radiation inversion. Radiation 
inversions typically occur at the surface when there 
is radiation loss to balance the surface cooling due to 
outgoing long-wave radiation (Iacobellis et al. 2009). In 
this study, an environmental lapse rate (ELR) was used 
to measure the occurrences of temperature inversion 
across the surface layer (at 0–150  m AGL) as below 
equation (Schultz et al. 2000)

where, Γ is the environmental lapse rate (ELR), DT is a 
temperature gradient across surface layer (°C) at 0–150 m 
AGL, and DZ is the thickness of the surface layer (m). 
The positive values of daily ELR (Γ > 0) represent the sta-
ble atmosphere and occurrences of temperature inver-
sion. Each daily ELR above 1 was coded 1, representing 
the occurrence of temperature inversion in a day. Con-
trarily, the daily values of ELR below 1 were coded 0, 

(2)Γ =

DT

DZ

Fig. 1  General position and geographical situation of the study area including the location of traffic flow detector of departing road from Mashhad 
to Torqabeh city

http://apdrc.soest.hawaii.edu/las/getUI.do
http://apdrc.soest.hawaii.edu/las/getUI.do
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representing non-inversion conditions. The tempera-
ture gradient data for levels of 0 and 150  m AGL were 
obtained based on the upper air sounding data and ver-
tical air profiles from the University of Wyoming upper 
air sounding database via http://weath​er.uwyo.edu/upper​
air/sound​ing.html during 365 days of 2018 for Mashhad 
Radiosonde station (code: 40745).

Eventually, the local calendar holidays and occasional 
vacations, as the last independent variable, were achieved 
from the calendar center of Iran via https​://calen​dar.
ut.ac.ir. In this regard, all local calendar events were 

considered in addition to the cycle of weekend vacation 
of Fridays to analyze of temporal effects of vacations 
on traffic flow. Owing to non-official status, the school 
holidays in summer months were not considered in this 
study.

Data analysis
The data time series were arranged into diurnal, weekly, 
and monthly scales to apply in correlation tests using 
SPSS software. For this purpose, the range of variables 
was estimated and then was controlled based on quality 

Fig. 2  General perspective of the road from the Mashhad to Torqabeh city a among the urban settlements and b among the touristic resorts 
(March 2019)

http://weather.uwyo.edu/upperair/sounding.html
http://weather.uwyo.edu/upperair/sounding.html
https://calendar.ut.ac.ir
https://calendar.ut.ac.ir
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and constancy validation, confirming the accuracy of 
data for 354  days, i.e., 0.97 of confidence level. Ulti-
mately, the statistical attitude was considered to estimate 
the correlation coefficients between three independent 

variables [including effective temperature (ET), envi-
ronmental lapse rate (ELR), and calendar vacations] and 
one dependent variable of traffic flow (total vehicles) by 
Pearson test. The significant levels dominantly obtained 
at above 98% of confidence level (Sig. < 0.02).

Ultimately, a hierarchical clustering analysis (HCA) was 
used for validating the data correlations. HCA method, 
same as principal component analysis (PCA), is used to 
classify cases into subjective classes (clusters) based on 
similarities within a group and dissimilarities between 
groups of variables (Mansouri Daneshvar et  al. 2013). 
HCA method is known for its ability to divide the data-
set into homogeneous and distinct groups (Shukla et al. 
2000). In this study, the HCA method was used to make a 
proximity matrix of months based on squared Euclidean 
distance measure and a dendrogram output to classify 
the cases (months) using Ward’s method for the linkage 
rule.

Results and discussion
Traffic flow data
In the first step, the traffic flow data were transferred 
from the raw hour-by-hour data to composed day-to-day 
data for the whole 365  days of 2018. In this period, the 
loop detector of the traffic control center has detected 
equal 19,828,619 vehicles, carrying out from Mashhad 
to the Torqabeh region. Averagely about 54,300 vehicles 
were recorded for diurnal traffic flow for each week-
day in 2018. The highest and lowest traffic flow data 
were observed for calendar dates of 2018/12/23 and 
2018/12/04 with a frequency of 81,659 and 42,718 vehi-
cles. The diurnal traffic flow was evaluated based on 
the monthly cycle in the next step. All traffic flow data, 
referring to the total vehicles, were distributed in the cat-
egory of 12 months from January to December (Table 2). 
The distributive data revealed that the highest and low-
est traffic flow data for August and January months with 
a total frequency of 1,977,567 and 1,353,878 vehicles, 
respectively. The monthly cycle of traffic flow was shown 
in Fig.  4a. The minima frequency of traffic flow in win-
ter months, especially in January, at least refers to the 
transportation of local communities in Torqabeh region 
and its surrounding villages, while the maxima frequency 
of traffic flow in summer months, especially in August, 
refers to the transportation of touristic activities, rec-
reation, and leisure. By elimination the flow of 1,353,878 
vehicles, as minima frequency of local transportation, 
from all monthly flow data, the traffic flow of touristic 
transportation was calculated in the study area with a 
total frequency of 3,582,083 vehicles. This value indicates 
the touristic contribution to traffic flow, departing from 
Mashhad to Torqabeh, as 18% from total transportation. 
As well, the mean daily frequency of total vehicles in each 

Table 1  Hourly frequency of  total traffic flow in  2018, 
after  the  total hour-by-hour detector of  total vehicles 
in the study area

Hour (UTC) Traffic 
flow (total 
vehicles)

1 383,915

2 186,106

3 88,321

4 45,747

5 62,447

6 269,090

7 586,717

8 788,110

9 842,385

10 888,927

11 967,766

12 999,399

13 1,074,129

14 1,190,401

15 1,149,036

16 1,167,979

17 1,194,200

18 1,347,555

19 1,457,964

20 1,358,817

21 1,164,620

22 999,156

23 888,032

24 727,800

Total 19,828,619

Fig. 3  Distribution of detecting vehicles in each hour based on the 
total frequency of vehicles in 2018
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month was presented in Fig. 4b. On this basis, the highest 
and lowest diurnal traffic flows were observed for August 
and January months with a mean frequency of 63,792 and 
43,673 vehicles, respectively.

In the last step, the diurnal traffic flow was evaluated 
based on the weekly cycle. For this purpose, the traffic 
flow data were distributed in the category of 7 days from 
Saturday to Friday (official vacation in the local calendar) 
(Table 3). The distributive data revealed that the highest 
and lowest traffic flow data for Fridays and Sundays with 
a total frequency of 3,453,365 and 2,570,885 vehicles, 
respectively. Based on the field observations, most piece 
of the traffic flow in Fridays depends on touristic-based 
transportations. Averagely, about 66,400 vehicles were 
recorded for the mean daily frequency of traffic flow at 
each Friday in 2018. Consequently, as the total frequency 
of vehicles in all Fridays, a total rate of about 3,500,000 
vehicles (18% of total transportation) was assumed as a 
realistic frequency for the touristic contribution to the 
total transportation in the study area.

Temporal events of local calendar
Based on the events of occasional holiday and vaca-
tions in the local calendar, all diurnal vacations were dis-
tributed in the category of 12  months from January to 
December (Table  4). The result revealed a sum value of 
80 days for official holidays (Fridays) and occasional vaca-
tions (religious and national ceremonies) in 2018. The 
most calendar vacations belong to March with 14  days, 
which depends on the national ceremony of Nowruz 
(spring equinox). In Table  5, the percentage quota of 

traffic flow for calendar vacations and ordinary days 
revealed that about 25% of total traffic flow corresponds 
to 22% of total days in 2018, referring to vacations. With a 
calendar viewpoint, ~ 25% of total transportation (about 
5,000,000 vehicles) was assumed as the touristic share of 
the total transportation in the study area. The most piece 
of touristic transportation occurred on the weekend days 
(Fridays) during the year, which includes about 65% of 
annual vacation days.

Climatic indices
According to the climatic reanalyzed daily data and Eq. 
(1), the mean daily calculation of ET was produced. In 
parallel, the environmental lapse rate (ELR) was calcu-
lated based on an upper air sounding data and Eq. (2). In 
Table 4, the distribution of total days, having the thermal 
comfort indicator of ET or temperature inversion indi-
cator of ELR, were estimated for each month in 2018. 
On this basis, the sum frequency of 204 and 208  days 
was obtained for days with occurrences of ET and ELR, 
respectively.

On this basis, the highest and lowest frequency of ET 
days was estimated for August and January months, with 
a total value of 31 and 0 days, respectively. Besides, the 
highest and lowest frequency of ELR days was estimated 
for January and July months, with a total value of 26 and 
3  days, respectively. The inversion indicator of ELR, as 
an adverse weather signal during human activates, has a 
contradiction with the climatic comfort of the ET index. 
Hence, their effects in the study area can result in a dif-
ferent role in transportation and tourism.

Discussion
The main indication of a discussion about the cli-
matic and non-climatic effects on traffic flow relates 
to the estimation of the rank of correlations by group-
ing the variables as dependent and independent ones. 
For this purpose, correlation coefficients between three 
independent variables (ET, ELR, and vacations) and 
one dependent variable of traffic flow (total vehicles) 
were estimated based on two temporal scales of daily 
(N = 365 days) and monthly (N = 12 months).

In this regard, the correlation test between the afore-
mentioned variables was examined based on a daily 
temporal scale, and a relatively positive correlation 
(R = + 0.453) was calculated between traffic flow and 
local vacations at 99% of confidence level (Sig. = 0.01), 
revealing the possible calendar effect on transportation 
(Table  6). A relatively positive correlation (R = + 0.348) 
was also calculated between traffic flow and comfort-
able climatic index of ET at 99% of confidence level 
(Sig. = 0.01), exposing the possible role of a comfortable 
climate in the traffic flow. A significant correlation was 

Table 2  Monthly distribution of  traffic flow in  2018, 
after  the  total hour-by-hour detector of  total vehicles 
in the study area

No. Time Traffic flow (vehicles)

Monthly total Diurnal mean

1 Jan 1,353,878 43,673

2 Feb 1,379,283 49,260

3 Mar 1,746,474 56,338

4 Apr 1,610,058 53,669

5 May 1,618,795 52,219

6 Jun 1,758,315 58,621

7 Jul 1,872,249 60,395

8 Aug 1,977,567 63,792

9 Sep 1,690,535 56,351

10 Oct 1,573,301 50,752

11 Nov 1,624,418 54,147

12 Dec 1,623,746 52,379

Total – 19,828,619 54,300
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not observed between traffic flow and the inversion indi-
cator of ELR. As a result, diurnal links exposed the weak 
effectiveness of the climatic or non-climatic variables on 
the frequency of total vehicles.

In addition to the diurnal scale, the correlation test 
was examined based on a monthly temporal scale. 
Result revealed a relatively significant and positive 
correlation (R = + 0.339) at 72% of confidence level 
(Sig. = 0.28) between traffic flow and local vacations 
(Table  7). A strong and noticeable positive correlation 
(R = + 0.732) at 99% of confidence level (Sig. = 0.01) 
was also calculated between traffic flow and 

comfortable climatic index of ET, exposing the increas-
ing effective role of a comfortable climate in traffic 
flow during the monthly cycle. Contrarily, a significant 
negative correlation (R = − 0.652) at 98% of confidence 
level (Sig. = 0.02) was observed between traffic flow and 
the inversion indicator of ELR, revealing the decreas-
ing effect of adverse climate on the transportation sys-
tem. Consequently, monthly links exposed to the more 
effective and significant role of the local climatic (posi-
tive or negative) on the frequency of the total vehicles. 
This fact revealed that the transportation system in the 

Fig. 4  Distribution of detecting vehicles in each month based on a total frequency and b mean daily frequency of vehicles in 2018
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study area is associated with the direct effects of the 
local climate, at least in the monthly cycle.

A hierarchical clustering analysis (HCA) was used to 
derive the main clusters of cases (monthly cycles) based 
on the data variables. In this regard, the values of vari-
ables were transformed to standard values (z-score) and 
were used to produce a proximity matrix (Table  8), 
revealing that the months could be clustered into some 
classes as illustrated graphically in a dendrogram (Fig. 5) 
with rescaled distance cluster combination of 10. Accord-
ing to this figure, the cases of 12 months were classified 
into three cycles of monthly clusters. The case of Jun, 
July, and August months was categorized as summer 
peak flow, the case of March month was categorized as 
spring equinox traffic flow, and the case of other months 
was categorized as annual base flow.

The local climate has direct effects, influencing the 
traffic flows in urban areas (Jaroszweski et  al. 2014). 
Furthermore, local climate directly influences the tour-
ism seasons, destination costs, and the quality of envi-
ronmental resources, which in turn influences the flow 
of tourists (Scott et al. 2008). In accordant the evidence 
investigated by Hall et  al. (2004), Koetse and Rietveld 
(2009) and Gasper et al. (2011), the results revealed that 
societal-based variations such as touristic transportation 
might be affected by climatic comfort conditions because 
transpiration system of the study area is strongly affected 
by the alteration of climatic comfort index. In vice versa, 
the adverse climatic condition has a negative effect on the 
traffic flow. For instance, adverse climate such as heavy 
precipitation and heat waves can significantly reduce the 
flow and speed of vehicles (Agarwal et al. 2006; Datla and 
Sharma 2008). Similarly, a decreasing effect of adverse 
climate (temperature inversion index) was identified in 
the transportation system. According to the literature, 
traffic flow and roads are usually sensitive to adverse 
variables of climatic conditions (Reed et al. 2010; Rowan 
et al. 2013).

Ultimately, the results revealed a relative relationship 
between traffic flow and local calendar events on the 
diurnal scale, not in the monthly cycle. This fact describes 
that the traffic flow and touristic transportation in the 
study area are less affected by local calendar holidays and 
occasional vacations. Hence, the decision-makers in the 
study area sternly need a fundamental climatic calendar 

Table 3  Weekly distribution of  traffic flow in  2018, 
after  the  total hour-by-hour detector of  total vehicles 
in the study area

No. Time Traffic flow (vehicles)

Weekly total Diurnal mean

1 Sat 2,819,435 54,220

2 Sun 2,570,885 49,190

3 Mon 2,667,322 50,327

4 Tue 2,665,165 51,253

5 Wed 2,706,969 52,057

6 Thu 2,945,478 56,644

7 Fri 3,453,365 66,411

Total – 19,828,619 54,300

Table 4  Monthly distribution of  total days with  calendar 
vacations, thermal comfort indicator of  ET, 
and temperature inversion indicator of ELR

No. Time Vacations (day) ET (day) ELR (day)

1 Jan 4 0 26

2 Feb 6 4 18

3 Mar 14 22 22

4 Apr 7 18 17

5 May 5 30 16

6 Jun 9 30 11

7 Jul 5 27 3

8 Aug 7 31 11

9 Sep 6 29 24

10 Oct 5 12 19

11 Nov 8 1 20

12 Dec 4 0 21

Total – 80 204 208

Table 5  The percentage quota of  traffic flow for  calendar 
vacations and ordinary days

Calendar event Total vacations Traffic flow

(Days) (%) (Vehicle) (%)

Vacation 80 0.22 5,033,220 0.25

Ordinary 285 0.78 14,795,399 0.75

Sum 365 1.00 19,828,619 1.00

Table 6  Correlation test between variables based on daily 
summarized data (N = 365)

Variable Test Calendar 
vacations

Climatic comfort Inversion

Traffic flow Correlation (R) 0.453 0.348 − 0.051

Sig. (2-tailed) 0.01 0.01 0.33

Table 7  Correlation test between  variables based 
on monthly summarized data (N = 12)

Variable Test Calendar 
vacations

Climatic comfort Inversion

Traffic flow Correlation (R) 0.339 0.732 − 0.652

Sig. (2-tailed) 0.28 0.01 0.02
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for management, tourism transportation, and traffic flow 
instead of the current local calendar.

Conclusion
This study aimed to evaluate variables that influence 
traffic flow in a touristic road in western Mashhad city 
to Torqabeh region, Iran, as a proper way to detect the 
touristic share of all transportation. The mentioned road 
averagely transmits total vehicles equal to ~ 20 million 
cars per year only in a departing line. For the study pur-
pose, the traffic flow data were extracted from the hour-
by-hour data using the loop detector of the traffic control 
center for whole 365  days in 2018, which was obtained 
as an entirety equal to 19,828,619 vehicles. Furthermore, 

three independent variables were selected, including 
climatic comfort indicator of the effective temperature 
(ET), temperature inversion indicator of environmental 
lapse rate (ELR), and temporal indicator of local calendar 
events. All aforementioned variables, by diurnal, weekly, 
and monthly scales, were summarized averagely to ana-
lyze, acquiring correlation analysis.

The highest and lowest diurnal traffic flows were 
observed for August and January months with a mean 
frequency of 63,792 and 43,673 vehicles, respectively. 
Averagely, about 66,400 and 54,300 vehicles were 
recorded for the mean daily frequency of traffic flow at 
each weekday and Friday in 2018, respectively. Based 
on the temporal cycles of weekends and vacations, a 

Table 8  Proximity matrix between 12 months (cases) based on squared Euclidean distance in HCA

Case Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Jan 0.0 2.2 21.1 7.1 10.2 19.3 25.8 24.6 9.2 3.7 5.3 2.9

Feb 2.2 0.0 14.9 3.0 6.1 10.9 16.4 16.9 7.7 1.7 2.6 2.7

Mar 21.1 14.9 0.0 7.7 12.3 6.6 19.9 11.5 8.8 12.3 7.9 16.4

Apr 7.1 3.0 7.7 0.0 1.4 2.9 7.9 6.1 2.3 0.9 2.1 3.5

May 10.2 6.1 12.3 1.4 0.0 3.3 6.2 5.2 1.9 2.2 6.6 6.1

Jun 19.3 10.9 6.6 2.9 3.3 0.0 4.1 2.0 5.4 6.7 7.7 11.7

Jul 25.8 16.4 19.9 7.9 6.2 4.1 0.0 2.5 11.9 10.4 14.2 14.3

Aug 24.6 16.9 11.5 6.1 5.2 2.0 2.5 0.0 6.8 9.4 11.4 13.3

Sep 9.2 7.7 8.8 2.3 1.9 5.4 11.9 6.8 0.0 2.9 5.8 5.9

Oct 3.7 1.7 12.3 0.9 2.2 6.7 10.4 9.4 2.9 0.0 2.0 1.2

Nov 5.3 2.6 7.9 2.1 6.6 7.7 14.2 11.4 5.8 2.0 0.0 2.1

Dec 2.9 2.7 16.4 3.5 6.1 11.7 14.3 13.3 5.9 1.2 2.1 0.0

Fig. 5  Clustering dendrogram of the months based on traffic flow, extracted from HCA method in SPSS software
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rate of 18–25% of total transportation was assumed as 
a realistic frequency for the touristic share of the total 
transportation in the study area.

Statistical correlation tests in diurnal and monthly 
scales exposed to the more effective and significant 
role of the local climatic on the frequency of total 
vehicles without a strong association between calen-
dar events and traffic flow. In this regard, a strong and 
noticeable positive correlation (R = + 0.732) was cal-
culated between traffic flow and comfortable climatic 
index of ET, exposing the increasing effective role of a 
comfortable climate in traffic flow during the monthly 
cycle. Meanwhile, a significant negative correlation 
(R = − 0.652) was observed between traffic flow and 
the inversion indicator of ELR, revealing the decreasing 
effect of adverse climate on the transportation system.

This fact revealed that the transportation system in 
the study area is associated with the direct effects of 
the local climate in the monthly cycle, which was con-
firmed using hierarchical clustering analysis (HCA) 
through a dendrogram, including three cycles of 
monthly clusters. Ultimately, the result described that 
the traffic flow and touristic transportation in the study 
area are less affected by local calendar holidays and 
occasional vacations. Hence, the decision-makers in the 
study area sternly need a fundamental climatic calendar 
for management the tourism transportation and traffic 
flow instead of the current local calendar.

Abbreviations
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